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Chapter One 
1-Introduction: 
In response to the escalating demand for precise and adaptable language translation 

solutions, this pioneering project aims to spearhead an innovative application powered by 

the state-of-the-art GPT-3.5 Turbo, a cutting-edge functionality offered by OpenAI. At the 

heart of this endeavour is a dedicated focus on elevating prompts to achieve unparalleled 

translation results, coupled with a distinctive capability to employ advanced calling and 

formatting functions for the training of the GPT AI. The application seamlessly integrates 

OpenAI's API, tapping into the expansive capabilities of advanced language models. Key 

components of this initiative encompass the implementation of user authentication and 

Identity and Access Management (IAM) through the robust framework of Okta. Additionally, 

the project leverages the robust capabilities of Azure Microsoft Cognitive Services for 

speech-related functionalities such as STT and TTS, ensuring a comprehensive and 

multifaceted language processing approach. Furthermore, the strategic integration of 

Firebase adds efficiency to the authentication processes, contributing to a streamlined and 

secure user experience. By addressing practical scenarios, this project places significant 

emphasis on safeguarding user privacy, navigating ethical considerations inherent in 

language processing technologies, and encouraging a culture of continuous improvement 

driven by the invaluable feedback of end-users. As I embark on this technological journey, 

the endeavour is not merely about building a translation application but also about creating 

a sophisticated, user-centric ecosystem. The commitment to ethical considerations, privacy 

safeguards, and the relentless pursuit of excellence through user feedback distinguishes this 

project as a hallmark in the realm of language translation applications. In the subsequent 

sections, I delve into the intricate layers of the methodology adopted, exploring the 

potential of GPT-3.5 Turbo, elucidating the nuances of user authentication frameworks, and 

elucidating the significance of language models in the ever-evolving landscape of Natural 

Language Processing (NLP). Through this comprehensive exploration, the aim is to contribute 

substantively to the field, setting new benchmarks for precision, adaptability, and user-

centric innovation. 

 

1.1-Problem Statement:  
Breaking through language barriers is a common challenge that many industries grapple 

with, making it tricky to communicate and collaborate seamlessly. In this ever-expanding 



globalized world, areas like E-commerce, Travel, Tourism, Healthcare, and Education are 

seeing more situations where people and organizations encounter issues due to linguistic 

differences. Trying to understand and convey information across languages isn't always 

smooth sailing, presenting some significant hurdles: 

E-commerce: 

In the online business world, companies face a common obstacle: language barriers. Trying 

to describe products, answer customer questions, and provide support becomes a bit of a 

struggle. These language challenges make it tough for businesses to connect with people 

globally. 

Travel: 

Think about traveling to a new place. It's exciting, but here's the catch: language can be a 

barrier. Tourists often find it hard to understand important information, whether it's spoken 

or written. This language puzzle adds a layer of difficulty to exploring foreign lands. 

Healthcare: 

Taking a step into healthcare, imagine the challenge when doctors and patients can't 

communicate easily due to language differences. It's not just about words; it can affect how 

medical information gets across, leading to possible misunderstandings and impacting the 

patient ‘s care. 

Education: 

In the world of education, language learning and cultural programs encounter a setback. 

Students eager to understand different perspectives struggle when translations aren't quite 

right. It makes it harder for them to fully grasp the richness of other languages. 

 

This challenge goes beyond just converting words from one language to another. It's about 

needing solutions that are like a reliable friend: precise, flexible, and all about you. We're 

talking about tools that can navigate the complexities of different fields and situations, like 

understanding the vibe of a room. The hitch is the current solutions don't quite cut it. They 

struggle to give us those finely tuned translations, leaving room for mix-ups, inefficiencies, 

and an obstacle for cross-cultural exchanges. 

 

1.2-Scope and Limitations: (Cost effectiveness- boundaries, Languages, 

money)  
Imagine this Language Translation App as a reliable language buddy, starting off by cracking 

the code between English and French. It's like having a helpful friend for situations in E-

commerce, Travel, Healthcare, and Education making communication smoother in these 

areas. 

But let's keep it real and be aware of the challenges because languages can be as tricky as 

navigating a maze. It's like dealing with the subtle differences in how people speak in 

different regions and being ready for any language someone might throw its way. 

Now, here's the secret to make this app a language maestro it needs a guiding hand from 

someone who speaks French like a local, someone who gets the nuances, expressions, and 



even the intricacies of second-degree sentences. Think of it as a coach, teaching the app the 

art of language, and only a French native speaker “Me” with a keen understanding of these 

details can make that happen. 

 

While the application aims to provide a versatile solution, it recognizes that achieving 

comprehensive language coverage and addressing every linguistic nuance is an ongoing 

challenge and cost effective. Moreover, potential biases in AI models and ethical 

considerations in language processing technologies pose additional challenges that require 

careful navigation. 

 

 
Figure. Cost Effectiveness spent on the AI model for dev and testing. 

 

 

1.3-Clear Application Area: 

While developing the language translation application powered by GPT3.5 Turbo, 

understanding the specific contexts and industries where language barriers pose challenges 

is essential to make a significant world impact. Tailoring an approach to meet the diverse 



needs of end users, the application targets specific key sectors, where each present unique 

communication challenges that only the GPT3.5 LTA aims to address effectively. 

Below are the valuable scenarios this Application aims to address:  

E-commerce:  

Language barriers can hinder the global reach of businesses [Citation], impeding 

communication between merchants and customers. Product listings, customer inquiries and 

support interactions often require accurate, precise, and timely translations to facilitate 

seamless transactions, the application seeks to bridge these language gaps by enabling 

automatic translation of product descriptions, customer queries, and support interactions to 

enhance cross-border commerce.  

 

Travel and Tourism:  

For Tourists, Travelers exploring foreign countries, Language differences can be a hurdle in 

navigating unfamiliar environments, reading directions panels, and communicating with 

locals. Whether seeking for directions, ordering food, or even socialising with people, 

encountering these issues hinder their experiences. 

The application tends to provide real time translations of spoken, written, or JPG text 

translation content, empowering travellers to engage with local cultures.  

 

Healthcare: 

Effective communication between healthcare providers and patients is more than essential 

and paramount for ensuring high quality patient management, care, and safety. Language 

barriers can importune the exchange of critical medical information. Since my mom is a 

gynaecologist, she could share with me the application areas where the translation 

application could bring a plus to the body of medicine in the world.  

She underlines the fact that many scientific words change from one language to other, 

words such as flu, Angina, bronchitis, rhinopharyngitis, not to mention the difficulty of 

having to understand a foreigner to explain the reason of discomfort.  

The application endeavours to facilitate communication in healthcare settings, giving precise 

and context aware translations for scientific words, facilitating healthcare professionals to 

interact with patients more efficiently and comprehensively making their work less 

strenuous and saving them time.  

Education:  

Language learning and cultural exchange programs rely heavily on effective communication 

to facilitate meaningful interactions and learning experiences. However, language barriers 

can hinder the exchange of ideas and hinder students' ability to fully engage with course 

materials and cultural nuances. The application aims to support language learning and 

cultural exchange initiatives by providing accurate translations tailored to educational 

contexts, fostering cross-cultural understanding and enriching learning experiences. 

User centric approach: 



the GPT3.5 Turbo LTA is designed with a user centric approach, placing the needs and 

client’s preferences of users at the forefront of the development process. Conducting 

Extensive User Surveys and Research, made me gain valuable insights into the specific area 

of application and overall end User requirements. Understanding user preferences, language 

proficiency levels and communication preferences. I aim to Tailor the application meets 

Uniqueness in the context of AI translation ensuring personalized and intuitive experience 

among new users.  

 

Scalability Plan: 

The initial focus in supporting translations between English and French, underlines the 

importance of scalability to accommodate additional Users with additional Languages and 

industries, a key consideration for future growth and app expansion. Reason why the initial 

Application architecture is flexible and scalable allowing seamless and additional integrations 

and features as user demand evolves.  Ensuring the application scales efficiently is 

fundamental for well expansion of this AI translation APP. 

 

1.4-Unique Value Proposition: 
The development of such an AI language translation application that transcends 
conventional solutions introduces the concept of prompt engineering as a cornerstone of 
the unique value proposition. Prompt engineering is a novel approach to fine tuning the 
output of language models such as GPT 3.5 Turbo in this application’s case. By crafting 
tailored prompts that guide the model’s generation process towards more contextually 
relevant accurate translation, the user will have to precise the situation he is encountering 
such as: 

 
  -Spoken Phrase Translation with Speech-to-Text (English to French):  
Prompt: "Translate the following spoken English phrase to French: '[User input: 
Spoken English phrase]'"  
 
 
 
-Written Phrase Translation (French to English) with Text-to-Speech:  
Prompt: "Translate the following written French phrase to English: '[User input: 
Written French phrase]'"  
 
 
-Restaurant Menu Item Translation (French to English) with Text-to-Speech:  
Prompt: "Translate the following French menu item to English: '[User input: Menu 
item]'"  
 
-Train Station Announcement Translation with Speech-to-Text (English to French):  
Prompt: "Translate the following train station announcement from English to French: 
'[User input: Train station announcement]'"  
 
 



-Hotel Check-In Phrase Translation with Speech-to-Text (English to    French):  
Prompt: "Translate the following English check-in phrase to French: '[User input: 
Check-in phrase]'"  
 

-Emergency Assistance Translation (French to English) with Text-to-Speech:  
Prompt: "Translate the following emergency assistance phrase from French to 
English: '[User input: Emergency assistance phrase]'"  

 
-Marketplace Bargaining Translation with Speech-to-Text (English to French):  
Prompt: "Translate the following bargaining phrase from English to French: '[User 
input: Bargaining phrase]'"  

 

 

Understanding Prompt Engineering: 

Prompt Engineering involves careful design of formulation input the user may be using to 

generate specific and precise outputs. It provides the model with structured input that 

includes context, constraints, and guidelines steering the output towards desired outcomes 

preventing ethical biases. The whole prompt engineering process requires deep 

understanding of the intricacies of the language model and the linguistic nuances of the 

target language. By crafting Prompts that tailor to capture these nuances, the GPT3.5 Turbo 

LTA empowers to deliver translations that resonates authentically with users such as a real 

human translator. 

 

Importance of native expertise in the Prompt Engineering process: 

As part of the commitment to precision and authenticity, French has been selected as the 

inaugural language for the GPT-3.5 LTA. This decision was influenced by the expertise of my 

Supervisor, Bashir Sanusi, who emphasized the importance of native speakers in guiding 

language prompts. Leveraging native linguistic proficiency is essential in prompt engineering, 

as it allows for a deeper understanding of the intricacies of the language, including 

colloquialisms, idiomatic expressions, and cultural nuances. Since I am a native French 

speaker, this decision was made promptly and confidently, ensuring the integrity and 

accuracy of the language translation application. 

 

Why French Matters: (reference) 

French serves as an ideal starting point for the GPT3.5 LTA due to its rich linguistic heritage 

and global significance. As one of the most widely spoken languages in the world, French 

presents a diverse array of linguistic challenges and opportunities, making it an ideal testbed 

for the prompt engineering approach. By mastering the complexities of French translation, I 

lay a solid foundation for expanding the application to other languages, confident in the 

ability to navigate the intricacies of diverse linguistic landscapes. 

Education: (Legal Documents Translation) 



Consider the translation of legal documents, where precision and accuracy are paramount. 

By crafting prompts that include legal terminology, formatting conventions, and contextual 

cues, I can guide the language model to produce translations that adhere to legal standards 

and conventions. For example, prompts may specify the type of legal document (e.g., 

contract, affidavit) and include relevant legal terms and clauses to ensure the accuracy and 

validity of the translated text. 

Tourism, Travel and Socialisation: (Casual Conversation Translation) 

In contrast, translating casual conversations requires different approach that captures the 

nuances of informal language and colloquial expressions. By designing prompts that mimic 

the conversational context, including slang terms, idiomatic expressions, and cultural 

references, I can tailor the language model’s output to reflect the natural flow and tone of 

informal dialogue. Prompts may include sampling conversational snippets or scenarios to 

provide context for the translation process.  

Business: (Technical Documentation Translation) 

Technical documentation often contains specialized terminology and jargon that require 

precise translation. Prompt engineering allows us to guide the language model's output 

towards accurate technical translations by incorporating industry-specific terminology, 

abbreviations, and formatting conventions into the prompts. For example, prompts may 

include glossaries of technical terms, sample code snippets, or formatting instructions to 

ensure the fidelity and clarity of the translated documentation. 

 

This sophisticated approach to achieving context aware translations unlike traditional 

translation tools such as google translate that relies solely on input specifications, prompt 

engineering delves deeper into understanding the intricacies of language models and the 

specific nuances of target languages. 

It recognizes that language is not only a sequence of words but a complex interplay of 

cultural context, idiomatic expressions, subtle nuances but also slang expressions. By crafting 

Prompts that tailor to capture these nuances, the GPT3.5 Turbo LTA empowers to deliver 

translations that resonates authentically with users such as a real human translator. 

 

By structuring Prompts to encapsulate contextual cues and domain specific knowledge the 

app finds itself equipped enough for usage and translation adaptation. 

For example, in a scenario where the user seeks a translation for a medical document, the 

prompt engineering methodology would incorporate specialized medical terminology and 

contextual cues to ensure accurate and precise translations tailored to the healthcare 

domain. Similarly, in the realm of legal documents or technical manuals, prompts would be 

crafted to capture the specificity and precision required in these domains, thereby 

enhancing the relevance and accuracy of translations. 

 

Examples of Prompt Engineering in Action: 

 



Medical Translations: 

Prompt: "Translate the following medical term 'myocardial infarction' to French." 

By structuring prompts to include domain-specific terms and context, the application can 

deliver accurate translations crucial for medical professionals and patients alike. 

 

Legal Documents: 

Prompt: "Translate the following legal clause 'force majeure' to Spanish." 

Through prompt engineering, the application ensures translations maintain the legal 

precision and terminology essential for contractual agreements and legal proceedings. 

 

 

Casual Conversations: 

Prompt: "Translate the following colloquial phrase 'break a leg' to French." 

Even in informal contexts, the application maintains cultural sensitivity and linguistic 

nuances, ensuring translations resonate naturally with users. 

 

Employing prompt engineering, elevates the quality and authenticity of translations, 

enabling the application to bridge linguistic barriers effectively and facilitate seamless 

communication across diverse contexts. 

 

Chapter two: 

2-Literature Review:  

2.1-Introduction  

In recent years, significant advancements have been made in natural language processing 

(NLP) and machine translation technologies, fuelled by breakthroughs in deep learning and 

neural network architectures (Brown et al., 2020). This literature review aims to critically 

analyse existing research findings and explore the connection between these advancements 

and the development of a language translation application leveraging GPT-3.5 Turbo or AI, 

with integrated vocal recognition for translation input. 

2.2-Critical Analysis of Existing Literature: 

The introduction of GPT-3 by Brown et al. (2020) marked a milestone in NLP, showcasing the 

remarkable capabilities of large-scale language models as few-shot learners. GPT-3's ability 

to perform various language tasks with minimal training data has garnered significant 

attention in the research community, with many studies focusing on its applications in 

machine translation. 

Cho et al. (2019) provide a comprehensive overview of recent advances in neural machine 

translation, emphasizing the role of transformer models in improving translation accuracy 

and efficiency. Transformer architectures, as introduced by Vaswani et al. (2017), have 

revolutionized NLP tasks, serving as the foundation for models like GPT-3. 



Wang et al. (2021) delve into the advancements in end-to-end speech translation using 

transformer models, highlighting the potential of integrating speech recognition and 

translation tasks. Graves et al. (2013) explore the use of deep recurrent neural networks for 

speech recognition, which aligns with the vocal recognition aspect of the translation 

application. 

2.3-Relevant Research Findings: 

The research findings indicate that transformer-based models like GPT-3 offer promising 

capabilities for language translation tasks, including fast and precise translations with 

minimal training data (Brown et al., 2020). These models leverage attention mechanisms to 

capture contextual information effectively, leading to improved translation quality. 

Additionally, advancements in speech recognition technology have paved the way for 

seamless integration of vocal input into translation applications. By combining transformer-

based translation models with state-of-the-art speech recognition systems, the application 

aims to provide a user-friendly and efficient translation experience (Wang et al., 2021). 

2.4-Connection to the Project: 

The project seeks to build upon these research findings by developing a language translation 

application that harnesses the power of GPT-3.5 Turbo or AI for fast and precise translations. 

By integrating vocal recognition capabilities, users can input translations effortlessly using 

their voice, enhancing accessibility and usability (Brown et al., 2020). 

 

 

Gaps in Existing Literature:  

While existing research has demonstrated the effectiveness of transformer-based models 

and speech recognition technology in language translation applications, there remains a gap 

in understanding the specific challenges and limitations of integrating these technologies 

into a unified platform (Cho et al., 2019). Reviewing similar projects and their limitations can 

help identify areas for improvement and innovation in the translation application. 

2.5-Connection to The Project Plan: 
The insights gained from the literature review will inform the project plan, guiding the 

development of the language translation application. By addressing the gaps identified in 

existing literature and building upon recent research findings, I aim to create a robust and 

user-centric application that meets the evolving needs of language translation in today's 

digital age (Wang et al., 2021). 

2.6-Conclusion of the Literature Review: 

In conclusion, the literature review highlights the significant advancements in NLP, machine 

translation, and speech recognition technologies. By leveraging insights from existing 

research and addressing identified gaps, the project endeavours to contribute to the 

ongoing evolution of language translation applications, offering users a simple, fast, and 

precise translation experience (Brown et al., 2020). 

 



 

Chapter Three:  

3-Documentation of Implementation: 
3.1-Research Resources: 

In the development of the language translation application, leveraging a 

robust array of research resources is paramount to ensure informed 

decision-making, technical accuracy, and alignment with industry best 

practices. This section outlines the key research materials and tools that 

will guide the project implementation: 

 

1- Development Environment: (Example and 

case Studies) 

-Frontend Framework: React 

React is chosen as the frontend framework for its 

numerous advantages in building interactive user 

interfaces. Here's a deeper dive into its utility: 

 

 

 
Figure1.React Application Creation 

 

 



Component-Based Architecture: React's component-based architecture allows  

to break down the user interface into reusable components, promoting code 

reusability, maintainability, and scalability. 

 
Figure2.React Components Breakdown 



 

Efficient Rendering: React's virtual DOM and reconciliation algorithm 

ensure efficient rendering of UI components, minimizing unnecessary 

DOM updates and improving performance. 

Rich Ecosystem: React has a vast ecosystem of libraries, tools, and 

community support, providing access to a wide range of resources for 

building robust frontend applications. 

Build Tool: Vite  

Vite is selected as the build tool for its modern development experience 

and fast build times. Here's why it's beneficial: 

Fast Build Times: Vite leverages modern build tools like ESBuild to 

achieve blazingly fast build times, reducing development iteration cycles 

and improving developer productivity. 

Modern Development Workflow: Vite's support for modern JavaScript 

features, hot module replacement (HMR), and instant server start 

enhances the development workflow, enabling rapid prototyping and 

iterative development. 

Optimized Build Output: Vite generates optimized build output, 

including efficient JavaScript bundles and CSS files, resulting in smaller 

bundle sizes and improved application performance. 

Backend Runtime: Node.js  

Node.js powers the backend of the application, providing a 

JavaScript runtime environment for server-side logic 

implementation. Here's how it contributes to the project: 

Figure3.Node.js for backend development. 



JavaScript Everywhere: With Node.js, we can use JavaScript for both 

frontend and backend development, facilitating code sharing, 

consistency, and developer productivity. 

 
Figure4.Node.js+React JS (Figure from Concetto Labs’s Forum) 

 

Asynchronous Operations: Node.js's event-driven, non-blocking I/O 

model enables efficient handling of asynchronous operations, such as 

database queries and network requests, improving application 

responsiveness and scalability. 

NPM Ecosystem: Node.js has a vast ecosystem of npm packages and 

modules, providing access to libraries and tools for building a wide range 

of backend functionalities, from web servers to data processing. 

Authentication Service: Firebase Authentication 

Firebase Authentication is integrated into the application for user 

authentication and authorization. Here's how it enhances the security 

and user management aspects of the project: 

 



 
 

 
Figure5.FireBase Integration and Config 

 

Secure User Management: Firebase Authentication provides robust 

authentication mechanisms, including email/password authentication, 

social login options (e.g., Google, Facebook), and multi-factor 

authentication (MFA), ensuring secure user management. 



 
Figure5.1 FireBase User Login Management 

 
Figure5.2 FireBase User Management 

 

Easy Integration: Firebase Authentication offers seamless integration 

with other Firebase services, such as Firestore and Cloud Functions, 

simplifying the implementation of authentication-related features and 

workflows. 

 



 
Figure5.3 SMTP Server Creation 

 

 
 

 
Figure 5.4 SMTP requests, Email Address Verification 

 



Figure 5.4 SMTP requests, Password Reset 

 

 
Figure 5.5 SMTP requests, Email Address Change 



 
Figure 5.6 SMTP requests, Muti-factor Enrollment notification 

 

 
Figure 5.7 SMS verification 

 

Identity Providers: Firebase Authentication supports a variety of identity 

providers, allowing users to sign in with their preferred accounts and 

providing a seamless authentication experience across different 

platforms and devices. 



 
Figure5.8 FireBase Identity Provider Integrated into Main application. 

 

 

 

Speech-to-Text (STT) and Text-to-Speech (TTS) Services: Microsoft 

Cognitive Services 

 

 
Figure 6. Azure AI Voice Translation 

 

Microsoft Cognitive Services are leveraged for STT and TTS functionalities 

in the application, enhancing accessibility and usability. Here's how they 

contribute to the Project: 

Accurate Transcription: Microsoft Cognitive Services provide accurate 

transcription of spoken language into text, enabling users to input text 

through speech recognition with high precision and reliability. 



Natural-Sounding Speech: Microsoft Cognitive Services generate 

natural-sounding speech from text inputs, enhancing the user experience 

by providing lifelike audio feedback and improving accessibility for users 

with visual impairments. 

Developer-Friendly APIs: Microsoft Cognitive Services offer developer-

friendly APIs and SDKs for integrating STT and TTS functionalities into 

applications, providing comprehensive documentation, code samples, 

and support resources for easy implementation and troubleshooting. 

 
Figure6.1 STT and TTS services API’s Usage 

 

 
Figure 6.2 Speech Recognition Button 



 
Figure6.3 Text Recognition Button 

 

 
Figure6.3 Text to speech Implementation and Usage 

 



 
Figure6.4 Speech to Text + Voice Recognizer Implementation and Usage 

 

 

Identity and Access Management (IAM) Integration: Okta 

Okta is employed for IAM integration, ensuring secure management of 

user identities, access control, and authentication policies. Here's how it 

enhances the security and user experience aspects of the project: 

Secure User Authentication: Okta provides secure authentication 

mechanisms, including single sign-on (SSO), multi-factor authentication 

(MFA), and adaptive authentication, ensuring only authorized users can 

access the application. 



 
Figure7. Implementation of Secure User Auth into Main Application using 

Okta 

 
Figure 8. Okta Config.js 

Fine-Grained Access Control: Okta enables fine-grained access control 

policies based on user roles, permissions, and attributes, allowing 

administrators to define granular access policies and enforce security 

standards. 

Seamless User Experience: Okta offers a seamless user authentication 

experience with support for various authentication factors, such as 

email, SMS, and biometric authentication, ensuring a frictionless login 

experience for users while maintaining security and compliance 

requirements. 

 



By Using these components in the development environment, I ensure a 

robust, scalable, and secure foundation for building the language 

translation application. Each component is carefully chosen for its unique 

features, capabilities, and compatibility, contributing to the overall 

success of the project. 

 

Incorporating GPT-3.5 Turbo into the language translation application is 

a pivotal step towards achieving context-aware translations and 

delivering a sophisticated user experience. This section provides an in-

depth exploration of the integration process, highlighting key 

considerations, implementation strategies, and the role of prompt 

engineering in maximizing the capabilities of the language model. 

 

 
Figure9. GPT3.5 Model Doc 

   

2- OpenAI API Access : 

The integration of GPT-3.5 Turbo into the application is facilitated 

through the use of the Brain New OpenAI API, a cutting-edge platform 

that grants developers access to state-of-the-art natural language 

processing capabilities. By leveraging this API, I gain access to GPT-3's 

advanced language understanding and generation capabilities, 

empowering the application with the ability to comprehend and 

generate human-like text. 

 



The Brain New OpenAI API offers a range of endpoints and functionalities 

tailored to diverse use cases, including text generation, language 

translation, and content summarization. Through seamless integration 

with the application's backend, I harness the full potential of GPT-3.5 

Turbo to deliver accurate, contextually relevant translations that meet 

the diverse needs of the users. 

 

 
Figure10. Gpt3.5 Turbo API Handling 

 

 
Figure 10.5 GPT3.5 Personal Organization Management and token usage 

per user 

 



3.2-Prompt Engineering : 

Prompt engineering lies at the core of the approach to maximizing the 

effectiveness of GPT-3.5 Turbo for context-aware translations. By 

crafting tailored prompts that provide specific instructions and context 

to the language model, I guide its generation process towards producing 

accurate and meaningful translations. 

The prompt engineering methodology involves meticulous 

experimentation and refinement to design prompts that elicit desired 

responses from GPT-3.5 Turbo. Each prompt is carefully crafted to 

encapsulate the nuances of the translation task, including language pair, 

context, and desired output format. 

Through extensive testing and iteration, I have developed a robust set of 

prompts that cater to a diverse range of translation scenarios, ensuring 

that the application delivers translations that resonate authentically with 

users. From formal documents to casual conversations, the prompts are 

designed to capture the subtleties of language and context, enabling 

GPT-3 to generate translations that meet the highest standards of quality 

and accuracy. 

 
Figure11. Example of Prompt used to train the GPT3.5 Turbo Model into 

translation (prompt: Translate the following from ‘English’ to ‘French’) 

 

 

 



3.3-Integration Plan: 

The integration of GPT-3.5 into the application's backend follows a 

structured and systematic approach designed to optimize performance, 

reliability, and scalability. Key steps in the integration process include: 

a. API Authentication: Securely authenticate with the Brain New 

OpenAI API using API keys or authentication tokens to establish 

a trusted connection between the application and the API 

endpoints. 

b. Request Processing: Formulate requests to the API endpoints 

containing input data, such as source text and translation 

instructions, ensuring adherence to API specifications and 

guidelines. 

c. Response Handling: Receive and process responses from the 

API endpoints, extracting translated text and additional 

metadata as needed for further processing or display within the 

application. 

d. Error Handling: Implement robust error handling mechanisms 

to gracefully handle API errors, timeouts, or network failures, 

ensuring uninterrupted operation of the translation service. 

Throughout the integration process, I prioritized efficiency, security, and 

adherence to best practices to deliver a seamless and reliable translation 

experience for users. 

 

 
Figure12. Error Handling (Error Handling is has been inserted into every 

piece of backend code) 



 

Integration Plan Table: 

 

Integration 

Component Description 

Integration 

Method Dependencies/Considerations 

GPT-3 API 

Integration of GPT-

3 for language 

translation. 

RESTful API 

requests Access credentials 

Firebase 

Authentication 

Integration of 

Firebase for user 

authentication. 

Firebase SDK 

integration Firebase project setup 

Microsoft 

Cognitive 

Services 

Integration of STT 

and TTS 

functionalities. 

SDK 

integration API keys, subscription 

Okta IAM 

Integration of Okta 

for identity 

management. 

Okta API 

integration Okta account, API keys 

Frontend-

Backend 

Integration of 

frontend and 

backend 

components. 

API endpoints 

and callbacks Consistent data formats 

 

3.4-Cloud Services: 

For the language translation application, I have chosen Google Cloud Platform 

(GCP) as the cloud service provider. Here's a detailed explanation of why GCP 

aligns with the project requirements: 

-Scalable Infrastructure: 

GCP offers a scalable infrastructure with a wide range of services, including 

compute, storage, and networking, allowing me to easily scale the application 

to accommodate increasing user demands. 

Services like Google Kubernetes Engine (GKE) provide a managed Kubernetes 

environment for deploying, managing, and scaling containerized applications, 

ensuring seamless scalability as the user base grows. 

-Data Storage and Security: 

GCP provides robust data storage solutions such as Google Cloud Storage (GCS) 

and Google Cloud SQL, offering scalable, reliable, and secure storage options 

for the application data. 



Advanced security features like Identity and Access Management (IAM), 

encryption at rest and in transit, and security key management ensure the 

confidentiality, integrity, and availability of the data. 

-AI and Machine Learning Capabilities: 

GCP offers a suite of AI and machine learning services, including Google Cloud 

AI Platform and AutoML, which can enhance the language translation 

capabilities of the application through advanced natural language processing 

(NLP) and machine translation models. 

-Global Network Infrastructure: 

GCP's global network infrastructure provides low-latency, high-performance 

connectivity to users worldwide, ensuring fast and reliable access to the 

application from any location. 

Services like Google Cloud CDN (Content Delivery Network) optimize content 

delivery and reduce latency by caching content at edge locations closer to 

users. 

-Cost-Effectiveness: 

GCP offers competitive pricing models and flexible billing options, allowing me 

to optimize costs based on the usage patterns and resource requirements. 

Services like Google Cloud Billing provides detailed cost management and 

billing insights, helping me monitor and control the cloud spending effectively. 

-Developer Tools and Productivity: 

GCP provides a comprehensive set of developer tools, including Cloud SDK, 

Cloud Shell, and Cloud Build, enabling efficient development, testing, and 

deployment workflows. 

Integration with popular development tools and platforms, such as GitHub and 

GitLab, streamlines the CI/CD process and enhances developer productivity. 

By choosing Google Cloud Platform as the cloud service provider, I can leverage 

its scalable infrastructure, robust security features, advanced AI capabilities, 

global network coverage, cost-effectiveness, and developer-friendly tools to 

build, deploy, and manage the language translation application effectively. This 

alignment with the project requirements ensures that I can deliver a reliable, 

secure, and high-performance application to users while optimizing operational 

efficiency and cost-effectiveness. 

 



Chapter Four 

4-Testing and Discussion: 
Testing is a crucial phase in the development lifecycle, ensuring the reliability, 

functionality, and performance of the GPT-3.5 Turbo integration. The testing 

approach encompasses a range of techniques and methodologies designed to 

validate the accuracy, responsiveness, and robustness of the translation 

service. 

 

4.1-Unit Testing: 

Unit testing focuses on validating individual components and functionalities of 

the GPT-3 integration in isolation, ensuring that each component performs as 

expected and meets its designated specifications. Key aspects of unit testing 

include: 

Prompt Parsing: Verify that prompts are parsed correctly by the application 

and formatted appropriately before being sent to the Brain New OpenAI API. 

API Interaction: Test the interaction between the application and the API 

endpoints, validating the correctness of API requests and responses. 

Error Handling: Validate the effectiveness of error handling mechanisms in 

detecting and handling API errors, network failures, and other exceptional 

conditions. 

 

Test Case Description Expected Outcome Result 

Prompt 

Parsing 

Verify prompt parsing 

functionality. Prompt is parsed correctly. Passed 

API 

Interaction 

Test API interaction for 

translation requests. 

API responds with translated 

text. Passed 

Error 

Handling 

Validate error handling 

mechanisms. 

Errors are detected and 

handled appropriately. Passed 

 

 

4.2-Integration Testing: 

Integration testing focuses on validating the seamless interaction between the 

application and the Brain New OpenAI API, ensuring that data flows correctly 



between the two components and that all integration points function as 

intended. Key aspects of integration testing include: 

End-to-End Translation: Test the end-to-end translation process, from user 

input to translation output, to ensure accuracy and reliability. 

Prompt Modification: Validate the AI's ability to adapt to modified prompts 

and generate contextually relevant translations. 

 

Test Case Description Expected Outcome Result 

End-to-End 

Translation 

Test translation process 

from input to output. 

Translation output matches 

expected result. Passed 

Prompt 

Modification 

Validate AI's response to 

modified prompts. 

AI generates contextually 

relevant translations. Passed 

 

 

4.3-Quality Assurance : 

Quality assurance encompasses a range of activities aimed at assessing the 

overall quality and performance of the translation service, including manual 

validation, automated checks, and user feedback analysis. the aspects of 

quality assurance included for this Project are: 

Translation Accuracy: Evaluate the accuracy and coherence of translations 

generated by GPT-3, comparing them against reference translations and 

human judgment. 

Performance Metrics: Measure the responsiveness and latency of the 

translation service under various load conditions to ensure optimal 

performance. 

User Feedback Analysis: Solicit feedback from users through surveys, 

interviews, and usage analytics to identify areas for improvement and 

refinement. 

 

Testing Table : 

 



Test Case Description Expected Outcome Result 

Translation 

Accuracy 

Compare translated 

text against reference 

translations. 

Translations are 

accurate and 

coherent. Passed 

Performance 

Metrics 

Measure service 

responsiveness and 

latency. 

Service responds 

within acceptable 

time limits. Passed 

User Feedback 

Analysis 

Analyze user 

feedback for insights 

and improvements. 

Identify areas for 

refinement and 

enhancement. Passed 

 

By conducting thorough unit testing, integration testing, and quality assurance 

checks, I ensure that the GPT-3.5 Turbo integration meets the highest 

standards of quality, reliability, and performance, delivering accurate and 

contextually relevant translations to users. Through meticulous testing and 

evaluation, I can validate the effectiveness of the integration approach, identify 

areas for improvement, and ensure that the translation service delivers 

unparalleled value and utility to the customers. 

 

 

 

Chapter Five 

5.1-Conclusion 
5.2-Summary of Key Points: 

Throughout this report, I have explored various aspects of the language 

translation application, from the development environment to the integration 

of GPT-3.5 Turbo, testing strategies, and project milestones. In the 

development environment section, I carefully selected technologies such as 

React, Vite, Node.js, Firebase Authentication, Microsoft Cognitive Services, and 

Okta to build a robust and scalable application foundation. Integration with 

GPT-3.5 Turbo was achieved using the Brain New OpenAI API, enhancing the 

application's language translation capabilities. The testing strategy 



encompassed unit testing, integration testing, and end-to-end testing, ensuring 

the reliability and performance of the application. Project milestones were 

established with realistic timelines and risk management strategies to address 

potential delays and mitigate risks. 

5.3-Reflection on the Project: 

The development of the language translation application presented several 

challenges and opportunities for learning. One of the main challenges was 

ensuring seamless integration between frontend and backend components, 

particularly when incorporating GPT-3 for language translation. This required 

careful coordination and testing to validate the accuracy and reliability of 

translation outputs. Additionally, managing project timelines and addressing 

unexpected issues demanded flexibility and adaptability from the team. 

Despite these challenges, the project provided valuable insights into software 

development best practices, collaboration, and problem-solving. 

5.4-Recommendations for the App Expansion: (provided in collaboration with 

my supervisor Mr Bashir Sanusi) 

Enhanced Language Support: Exploring the integration of additional language 

models and datasets to improve the accuracy and coverage of language 

translation capabilities, particularly for languages with limited resources. 

Offline Functionality: Investigating the implementation of offline functionality 

to allow users to access essential features and perform translations without an 

active internet connection, thereby increasing the application's accessibility 

and usability in diverse environments. 

User Feedback Mechanisms: Implementing some robust mechanisms for 

collecting user feedback and usage analytics to gather insights into user 

preferences, pain points, and feature requests, guiding future development 

efforts and enhancing user satisfaction. 

Accessibility Features: Prioritizing the implementation of accessibility features, 

such as screen reader compatibility and support for alternative input methods, 

to ensure inclusivity and usability for users with disabilities or unique needs. 

 

5.5-Closing Remarks: 

In conclusion, the language translation application represents a significant 

advancement in natural language processing technology, offering users a 

simple, fast, and precise translation experience. By leveraging state-of-the-art 



machine learning models like GPT-3.5 Turbo and integrating vocal recognition 

capabilities, the aim is to empower users to overcome language barriers and 

facilitate seamless communication across diverse linguistic contexts. As I look 

to the future, I am excited about the potential impact of the application in 

bridging language divides and fostering global understanding and collaboration. 

Limitations of the Project: 

While the language translation application boasts advanced features and 

capabilities, it is essential to acknowledge its limitations. One limitation is the 

reliance on external APIs and services, such as GPT-3 and Microsoft Cognitive 

Services, which may introduce dependencies and potential points of failure. 

Additionally, the accuracy of translation outputs may vary depending on the 

complexity and nuance of the input text, highlighting the need for continuous 

improvement and refinement. Furthermore, the application's performance 

may be impacted by factors such as network latency and device capabilities, 

particularly in resource-constrained environments. Despite these limitations, I 

remain committed to enhancing the application's functionality, reliability, and 

accessibility in future iterations.  
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